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Abstract—In financial markets, public sentiment acquired 

from microblogs allows understanding of traders’ attitudes, 

and hence, it can be utilized in market analysis and 

prediction. Current works on sentiment analysis for financial 

microblogs only focus on the microblogging messages 

themselves but tend to ignore their corresponding securities 

exchange data in the finance market when the messages were 

created. This study proposes an approach to utilize the 

contextual information extracted from the stock market data 

to improve sentiment classification performance for stock-

related microblogging messages. Specifically, pre-trained 

LSTM encoders are employed to interpret and transform the 

end-of-day and intraday stock data into vectors which are 

then incorporated into the sentiment prediction model. A 3-

step training strategy is proposed to improve the convergence 

and accuracy of the multi-input models. Results from 

experiments indicate that contextual information from the 

stock market data improves the prediction accuracy of the 

sentiment classification by about 2.7%, attributed to both the 

end-of-day and intraday stock market data. 

Context-aware sentiment analysis; bi-directional LSTM; 

LSTM autoencoder; stock microblogs 

I. INTRODUCTION 

Sentiment extraction for microblogging messages has 
attracted great attention among researchers for years due to 
the widespread social media platforms and the challenges 
in interpreting such a special kind of text. Microblogging 
messages as a specialized type of text with loads of jargon, 
abbreviations, slang, misspelling, and out-of-vocabulary 
words. They are also relatively short and usually related to 
the context where they are created and discussed. In many 
cases, the texts contain only several words, or even a word 
referring to a subject only. Thus, to improve performance 
in sentiment classification for such kind of text, studies tend 
to focus on pre-processing techniques [1], utilizing specific 
linguistic characteristics and particular elements in the text 
[2] [3], or considering the social context of microblogs, 
such as the interactions between the authors, and the users’ 
interactions with the messages [4][5]. 

Various sentiment analysis models have been proposed 
for financial microblogs. Still, there has not been any model 
taking into account the relationship between the microblogs 
and the exchanged securities in the market. The majority of 
these studies have only focused on making use of 
information from within the texts [6][7][8][9][10]. They 
tend to ignore the fact that the fluctuations in financial 
markets have effects on the sentiment expressed in social 
media posts, which were indicated in recent studies 

[11][12][13]. The volatility of the financial market impacts 
traders’ attitude and trading decisions, and then these 
opinions can be expressed on microblogging messages. 
Therefore, considering the related securities’ exchange 
information in the markets when the financial microblogs 
were created is particularly promising to improve sentiment 
analysis accuracy for these kinds of messages. 

The main challenges in utilizing market data for the 
sentiment analysis model come from financial time-series 
data characteristics, leading to difficulties in interpreting 
and aggregating the data. The time-series stock market data 
are complex, highly noisy, intrinsically non-stationary, 
non-linear, non-parametric, and chaotic [14][15]. It 
requires complicated techniques in pre-processing and 
representing the data. Besides, the financial data can be 
analyzed at different frequencies from different viewpoints 
because of the nature of time-series data. While day traders 
working with intraday data to focus on price trend at 
minutes intervals, the others can use lower frequency 
information from the data, such as daily, or weekly, to 
figure out the overall trends of securities and the market. 
These traders can also use different techniques to analyze 
the market data. Moreover, the stock market data appeared 
by fixed time interval, but the microblogging messages are 
published randomly over time. Hence, special mechanisms 
are required to transform the stock market data to enable 
meaningful integration of such different types of data. 

This paper proposes an approach to extract contextual 
information from stock market data to improve sentiment 
classification performance for stock-related microblogs. A 
deep neural network model containing various long short-
term memory (LSTM) layers to interpret and aggregate 
both the textual microblogging and stock market data is 
proposed to classify the sentiment of the microblogging 
messages. In the model, bi-directional LSTM with attention 
mechanism is used in processing textual microblogging 
data to extract relationships between tokens (i.e. words, 
characters, or subwords) in the text in both directions and 
focus on the important parts of the text. Pre-trained LSTM 
encoders are employed to extract latent information from 
the time-series stock market data and represent the data in 
the form of vectors to be combined with vectorized textual 
data in the sentiment analysis model. A 3-step training 
strategy is applied to train the multi-input model.  

The main contributions of the study include: 

• A novel approach to improve sentiment 
classification performance for stock-related 
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microblogging messages by utilizing contextual 
information from the stock market. In this 
approach, both end-of-day and intraday stock 
market data are considered.  

• The combination of LSTM encoders and the 3-step 
training strategy help increase the accuracy of the 
model by improving the interpretation and 
integration of the time-series stock market data and 
the microblogging data. 

The rest of this article is structured as follows. Section 
II will review the related work on sentiment analysis for 
financial microblogs and feature extraction for stock 
market data. Section III explains the methodology, 
including the model architecture and the model training 
strategy. Section IV describes the experimental settings, 
followed by discussions and the experiment results in 
section V. Finally, section VI concludes the paper. 

II. RELATED WORK 

In financial market, sentiment analysis of microblogs 
allows the understanding of investors’ perspectives, and 
then the information can be used for market forecasting and 
decision making in trading. Lexicon-based analysis and 
machine learning are the two common approaches to 
extract sentiment from financial microblogs. In the lexicon-
based approach, the sentiment of microblogs messages can 
be calculated using the existing lexica. The lexica can be 
general-domain, such as Harvard IV-4 [16], or domain-
specific, such as Loughran–McDonald [17]. In 2016, 
Oliveira et al. proposed a method to create lexica 
specifically for stock market microblogs, and the method 
was used in later studies [6][7]. As for machine learning 
approaches, sentiment analysis models are trained with 
labelled datasets. Recent achievements in textual data 
vectorization such as Word2Vec [18], GloVe [19], and 
BERT [20] have been applied in the machine learning 
approaches for predicting the sentiment of financial 
microblogs [8][10]. In [8], two word-embedding 
approaches, including Word2Vec and GloVe, and three 
deep neural network models, including CNN, LSTM, and 
GRU, were compared in investor sentiment classification 
with a set of StockTwits messages. In the experiment, the 
emojis have shown good contributions to improve 
sentiment classification. In [10], FinALBERT, an 
ALBERT-based model, was proposed. It was compared 
with BERT and other models in sentiment classification 
using a set of StockTwits messages. The BERT-based 
models usually outperform other models. However, this 
study assumes that the sentiment of all the messages 
depends on the stock prices only and tend to ignore the 
sentiment labels assigns by the messages’ authors. To the 
best of our knowledge, there has not been any literature 
exploiting context information from exchanged securities 
mentioned in financial microblogs for classifying 
sentiment. Thus, in this study, we will utilize this kind of 
data to improve sentiment classification performance.  

The stock market data are represented in time series, 
and they can contain prices and exchanged volume as well 
as a wide range of technical indicators. Therefore, it 
requires an appropriate data representation mechanism to 
keep both the temporal links and the relationships among 

the indicators. Several approaches have been proposed and 
applied in earlier studies to reduce the number of input 
features in stock data analysis, such as principal component 
analysis (PCA) [21][22], Restricted Boltzmann Machine 
(RBM), and Autoencoder (AE) [21]. In [21], three feature 
extraction methods were used in intraday stock returns 
prediction models, but either the number of reduced 
features is insignificant, or the prediction accuracy of the 
models decreased notably. In [22], PCA - a commonly-used 
feature reduction method in multivariate analysis, was 
employed on a 52-variable stock dataset and improved 
ensemble models. However, PCA only reduces the number 
of indicators and ignores the relationships between time 
points. Besides, the training for PCA only focuses on 
improving the data reconstruction accuracy instead of the 
relationship with the output of the prediction models. 
Similarly, the stacked AE in [28] is used separately with 
LSTM, which leads to the ignorance of the relationships of 
features in different time points. To extract these 
relationships, the combination of LSTM in the form of AE 
can be a solution. Sagheer and Kotb [23] proposed a 
method to train layer by layer of an LSTM network in an 
unsupervised manner. Each layer of the multi-LSTM layer 
network (called LSTM stacked AE) is trained in a 2-layer 
LSTM-AE, and the encoder of the earlier one will be used 
to prepare input data for the next LSTM-AE. After training 
all single LSTM layers, the model is fine-tuned where all 
the pre-trained layers are retrained. The experiment results 
indicate that the model achieves faster convergence and 
higher accuracy. However, this approach has not been 
applied to stock market data and multi-input models. 
Besides, the layer-by-layer training can take a considerable 
amount of time. This study will use stacked LSTM encoder 
to extract features from stock market data, but the training 
strategy will be improved to fit a multiple input sentiment 
analysis model. 

III. METHODOLOGY 

A. Contextual sentiment analysis model 

The overall architecture of our proposed sentiment 
analysis model for financial microblogs, namely TDI-
LSTM, is shown in Fig. 1. The model inputs a microblog 
message and corresponding end-of-day and intraday stock 
market data to classify its sentiment into positive (bullish) 
or negative (bearish). The input data are interpreted and 
represented by three different parts before concatenated and 
processed by the fully connected layers to yield the results. 
While the textual data are vectorized by word embeddings 
and interpreted by a bi-directional LSTM with attention 
mechanism, the end-of-day and intraday stock market data 
are represented by an LSTM encoder. Below, the details of 
each part of the model and the training strategy will be 
described. 

B. Textual data process 

Before being interpreted by prediction models, the 
microblogging texts are vectorized by a word2vec word 
embeddings module. Unlike recent studies, usually using a 
pre-trained word2vec with a large corpus leading to a 
nontrivial size of the model, this study uses a word2vec 
model specifically trained using the microblog dataset 
collected by ourselves. The trained word embeddings 
model is relatively small and focuses on the domain-



specific vocabulary used in stock-related microblogs. 
Hence, this compact model can vectorize the texts faster 
and represent the data more precisely. 

The vectorized textual data are then interpreted by a bi-
directional LSTM with attention mechanism proposed by 
[24]. The bi-directional LSTM ensures that both forward 
and backward relationships between words in the text are 
considered. After being processed by the bi-directional 
LSTM layers, corresponding to each word, the output 
includes a pair of vectors, one from the forward-LSTM 
layer and one from the backward-LSTM. An attention 
vector is then calculated from the output of the bidirectional 
LSTM layers. This weighted vector identifies the 
importance of each word in the text.  

 

Figure 1.  Structure of the TDI-LSTM sentiment classification model 

Let 𝐻 ∈  ℝN×2d  be a matrix consisting of hidden 
vectors yielded by the BiLSTM layers [ℎ1 , . . . , ℎ𝑁 ]. Where 

ℎ𝑖 (𝑖 = 1. . 𝑁) is the combination of ℎ𝑖
 ⃖   and ℎ𝑖

    , d is the size 

of ℎ𝑖
 ⃖   and ℎ𝑖

    . N is the input message length. The attention 
mechanism produces an attention vector 𝛼 , which is 
calculated with equations (1) and (2):  

 𝛼 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝜔𝑇𝑀) (1) 

 𝑀 = 𝑡𝑎𝑛ℎ(𝐻) (2) 

Where, 𝜔𝑇 is a transpose of weights vector 𝜔. 

Next, the bidirectional LSTM’s output is multiplied by 
the attention vector, the weighted attention feature vector c 
is calculated with (4):  

 𝑐 = 𝐻𝛼𝑇 (3) 
Finally, the c is combined with the stock exchange data 

and fed into the fully connected layers. 

C. Feature extraction for stock market data 

Data from the stock market provides contextual 
information at the time the authors created social media 
messages. The related market data can be identified based 
on the timestamps of each message. This time-series data is 
represented as a 2D matrix where each row contains 
information of a time point, including stock prices, 
exchange volumes, and technical indicators. While the 

stock data only provide contextual information for the 
sentiment classification, the set of features is still large. 
Hence, an encoder is proposed to reduce the features but 
keep enough valuable information of the stock market. 
LSTM layers are employed in this encoder because of their 
ability in capturing the relationship of the market status 
among different time points of the time-series data. 

The encoder is pre-trained in the LSTM AE using end-
of-day or intraday stock market data. This approach inherits 
the general idea from [23] that using pre-trained LSTM 
layers can lead to quick convergence and improve the 
performance of the deep LSTM model. However, in our 
approach, each LSTM layer is not trained independently 
using stacked AE. Instead, both the LSTM layers are 
trained simultaneously. It reduces the training time but still 
ensures a good fit of the LSTM layers’ parameters with the 
stock market data. The LSTM autoencoder architecture is 
illustrated in Fig. 2. The encoder has two LSTM layers, 
where the second layer has fewer neurons than the first one.  

 

Figure 2.  The LSTM AutoEncoder strucure 

D. Training strategy 

The model contains several parts taking data from 
different sources, processing and then combining them to 
produce the final prediction. It is not easy to reach the 
convergence state, where all parameters of these parts are 
optimized. To achieve the optimal state, we train the model 
part by part before fine-tuning all the parameters. The three 
steps of training and fine-tuning the model are as below: 

Step 1 - Train the word2vec word embeddings model 
and the LSTM encoders: The word embeddings model is 
trained with the whole set of our collected microblogging 
text corpus to ensure having all the vocabulary. Two LSTM 
AEs containing the two LSTM encoders are trained by two 
stock market datasets (i.e., end-of-day and intraday). This 
training step allows the LSTM encoders to represent the 
stock data with minimum loss of information. 

Step 2 - Train the sentiment analysis model: In this step, 
all the parameters of the two LSTM encoders are kept 
unchanged. This helps the training focus only on 
optimizing the bi-directional LSTM with attention 
mechanism and the fully connected layers for interpreting 
the textual data.  

Step 3 - Fine-tune the entire model: All the model 
parameters are calibrated to reach the optimal state. In this 
step, the LSTM encoders are optimized to focusing on the 
task-specific information. 

IV. EXPERIMENT 

A. Data description 

A dataset containing social media data and associated 
stock market data is prepared for training and testing the 

 

 



models. Each record has a StockTwits message along with 
corresponding daily and intraday stock data and an 
associated label of Bullish or Bearish assigned by the 
authors when they created the messages. The messages 
were collected from September 10th, 2018, to September 
9th, 2019, and each of them mentions at least one stock in 
the Standard and Poor 500 (S&P 500) list. 

1) Social media data 
The StockTwits messages were collected by using the 

APIs provided by the social network. Over 710 thousand 
labelled messages related to stocks in the S&P 500 list were 
collected. Each of these messages contains at least one 
hashtag (#) related to the stocks. In the collected dataset, 
the number of positive messages is more than the negative 
ones. Therefore, random sampling was used to have a 
balanced dataset. The messages with identical contents but 
created by different authors or at different time by the same 
author were kept because the messages can have different 
labels depending on the market’s status or other factors, 
despite the contents are the same. The final dataset contains 
500,000 records. This dataset is split into two sub-sets, 
including 80% (400,000 records) for training and validating 
and 20% (100,000 records) for testing the models. In all the 
sets, the number of Bullish messages is equal to that of the 
Bearish messages. 

The selected messages were then cleaned and 
tokenized. The cleaning and tokenizing process are similar 
to the approach used in [6] and [7]. The texts are converted 
to lower case, and out-of-vocabulary words are corrected. 
Then cash-tags, hyperlinks, numbers, and usernames are 
replaced by corresponding labels “CSH”, “LNK”, “NUM”, 
and “USR”. Positive and negative emotions are replaced by 
“EMOPOS” and “EMONEG” labels to differentiate these 
are two broad categories of emoticons. However, all labels 
are treated uniformly in our model without emotional 
contexts. Similarly, the negative words, such as “not”, 
“no”, and “none”, are replaced by the label “NEG”. 
Punctuation marks are removed, except exclamation points 
(!), question marks (?), and their repetitions because they 
can indicate the author’s attitude. All the repetitions longer 
than two are replaced by two, (!!) or (??). Stemming is also 
applied, so all the words are represented in the original 
form. Finally, the messages were tokenized. 

2) Stock market data 
The end-of-day and 15-minute interval stock market 

data are collected from the Bloomberg database via 
Bloomberg terminals. Only data in the trading time 
(between 9:30 AM to 4:00 PM Eastern time) of the stock 
exchanges are used in the experiment. Therefore, each 
typical trading day has 26 x 15-minute time points. 

Both kinds of stock data are pre-processed in the same 
way. All the missing time points are filled. The main reason 
for the missing values is that there is no transaction related 
to the stock at the time points; thus, the stock prices at these 
time points are the close price at the nearest prior time 
points, and the exchange volume is zero (0). Next, 
corresponding to each StockTwits message, two sequences 
of the stocks mentioned in the message, one for end-of-day 
and one for intraday data, are prepared. The last time point 
of each sequence is the time point right before the created 
time of the message. The length of daily stock sequences is 

30, and that of intraday stock sequences is 26. At each time 
point of the end-of-day stock sequence, besides 5 
fundamental stock indicators, including open, close, high, 
and low price, and exchange volume, 15 features of 11 
technical indicators are calculated. As for the intraday stock 
sequence, 17 features of 14 technical indicators are 
calculated. The technical indicators used in each kind of 
sequence are listed in Table I. The Python library FinTA 
[25] is used for calculating the technical indicators. The 
values in these sequences are calculated and scaled into 
[0,1] range to eliminate effects of the non-stationary and 
chaotic characteristics. This is done independently for each 
sequence by using MinMaxScaler in Sci-kit Learn library 
[26]. If a message mentions more than one stock, the data 
of these stocks will be averaged in each time point and each 
feature so that each message has only one end-of-day 
sequence and one intraday sequence.  

TABLE I.  LIST OF TECHNICAL INDICATORS USED IN THE END-OF-
DAY AND INTRADAY STOCK DATA 

Name of indicator  
End-of-day 

data 

Intraday 

data 

Average Directional Index X  

Average True Range X X 

Commodity Channel Index X X 

Exponential Moving Average X (5, 20) 1 X (5, 20) 1 

Market Momentum  X 

Moving Average Convergence 

Divergence 
X X 

Percentage Price Oscillator  X 

Rate-of-Change  X X 

Relative Strength Index X X 

Simple Moving Average 
X (5, 20, 50, 

200) 1 

X  

(5, 20, 50) 1 

Stochastic oscillator %D X X 

Stochastic Oscillator %K X X 

Triple Exponential Moving 

Average 
 X 

Ultimate Oscillator  X 

Williams %R  X X 

1. In the bracket, number of time points (or days) 

B. Tested models 

The proposed model is compared with two baseline 
sentiment analysis models inputting textual data only and a 
model inputting both textual and stock market data. The 
first model uses the bidirectional LSTM with attention 
mechanism (T-LSTM), similar to the textual processing 
part of our proposed model. The second one is a 
convolutional neural network (T-CNN) which was 
proposed by Ye Zhang and Byron Wallace [27] and the 
modified version by Mathieu Cliché [28]. The third model, 
namely TDI-CNN, is an extended version of T-CNN in 
which the LSTM-autoencoders in our proposed model are 
employed to make use of the stock market data for the 
sentiment classification. Besides, to analyze the effect of 
end-of-day and intraday market data on the classification 
performance, two reduced versions of our proposed model 
are also used. The TD-LSTM uses the textual data along 
with end-of-day stock market data only, and the TI-LSTM 
uses the textual data along with intraday stock market data.  

All the sentiment classification models and LSTM AE 
were built and trained by using Tensorflow [29] and Keras 
[30]. The models utilizing stock market data were trained 
with our proposed training strategy.  



C. Evaluation metrics 

Classification accuracy and F1 score of both positive 
and negative sentiment classification are used to evaluate 
the models’ performance. They are calculated with 
equations (4) to (7). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (5) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

 𝐹1 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

Where TP, FP, TN, and FN are number of true positives, 

false positives, true negatives, and false negatives.  

V. RESULTS AND DISCUSSIONS 

A. Classification accuracy 

TABLE II.  CLASSIFICATION PERFORMANCE OF SENTIMENT 

CLASSIFICATION MODELS 

Model Accuracy 
F1 Score 

Bullish Bearish Average 

T-CNN  78.05% 0.777 0.783 0.780 

T-LSTM  79.59% 0.790 0.801 0.796 

TD-LSTM  81.95% 0.819 0.820 0.819 

TI-LSTM  81.45% 0.812 0.817 0.815 

TDI-CNN  80.75% 0.806 0.809 0.808 

TDI-LSTM  82.32% 0.823 0.824 0.823 

The overall prediction performance of the sentiment 
analysis model is presented in Table II. According to the 
table, the tested models yield a good balance between 
positive and negative values. The difference in the F1 score 
of the bullish class is more or less equal to that of the 
bearish class. The accuracy and the average F1 scores of 
the benchmarked models range from 78.05% to 82.32% 
and from 0.780 to 0.823. These models’ accuracy is higher 
than other machine learning and lexicon-based sentiment 
analysis models using balanced StockTwits datasets 
recorded in recent studies [7][9].  

The results also show the role of contextual information 
from stock market data as the models using market data 
achieve higher accuracy than those using textual data of 
microblogs only. The accuracy and average F1 score of 
TDI-CNN and TDI-LSTM are higher than those of T-CNN 
and T-LSTM with about 2.7% accuracy and 0.27 F1 score 
on average. These differences indicate that the contextual 
information does contribute to improving the classification 
performance of sentiment analysis.  

As for the influences of end-of-day and intraday market 
data, all models using textual and stock data TD-LSTM and 
TI-LSTM outperform the model using textual data only T-
LSTM. TD-LSTM achieves 81.95% accuracy and 0.819 
F1-score, which are slightly higher than those recorded by 
TI-LSTM with 81.45% and 0.815, respectively. Therefore, 
the end-of-day market data seems to have more influence 
on the public sentiment expressed in microblogs. However, 
it needs more experiments to be confirmed. 

B. Impact of training strategy 

The performance of the sentiment analysis models is 
influenced not only by the model itself and the inputted data 
but also by the training strategy. Specifically, the fine-

tuning step significantly contributes to the improvement of 
the model’s performance. Table III shows the test results 
for the models before and after they were fine-tuned. 
Accuracy and F1 scores of the fine-tuned versions are 
usually higher than the versions before being fine-tuned for 
about 1% and 0.01. Significantly, the model TDI-LSTM, 
after being fine-tuned, achieves over 1.8% accuracy 
improvement and 0.018 F1-score higher than its version 
without being fine-tuned. 

TABLE III.  PERFORMANCE OF THE MODEL BEFORE AND AFTER 

BEING FINE-TUNED 

Model 
Before fine-tuned After fine-tuned 

Accuracy F1 Score Accuracy F1 Score 

TD-LSTM  80.24% 0.802 81.95% 0.819 

TI-LSTM  80.40% 0.804 81.45% 0.815 

TDI-CNN  79.45% 0.795 80.75% 0.808 

TDI-LSTM  80.49% 0.805 82.32% 0.823 

C. Prediction accuracy for short messages 

To deeper understand the contextual information’s 
effect in classifying different kinds of texts, we analyze the 
relationship between the classification accuracy and the 
length of messages. Specifically, the accuracy of the four 
models, including T-CNN, T-LSTM, TDI-CNN, and TDI-
LSTM, by the number of tokens per message will be 
compared. According to Fig. 3, TDI-CNN and TDI-LSTM, 
which utilize stock market data, have significantly higher 
accuracy than T-CNN and T-LSTM for the messages 
having ten tokens or fewer. Significantly, for the message 
having 1 to 5 tokens, TDI-CNN and TDI-LSTM can predict 
correctly at about 77%, while those of T-CNN and T-
LSTM are only around 69% to 72%. The outperformance 
of TDI-LSTM and TDI-CNN also remains for the longer 
messages (i.e., 11 to 40 tokens) with about 2%. 

 

Figure 3.  Classification accuracy by the number of tokens per message 

VI. CONCLUSION 

In this paper, an approach to improve sentiment 
classification performance for stock-related microblogs by 
utilizing contextual information from stock market data is 
proposed. The approach includes the stock market data 
interpretation and integration, and the training strategy for 
the model. The experiment results indicate that the 
contextual information has improved the sentiment 
classification accuracy for stock-related microblogs. It is 
especially good for short messages, where the sentiment 
analysis models using textual data only usually 
underperform. The experiment results also indicate that 
both end-of-day and intraday stock market data contribute 

 



to the improvement. Moreover, the training strategy applied 
for the multi-input models optimizes the parameter quicker 
and increases classification accuracy.  

This experiment still has a limitation, where the dataset 
period is relatively short, with 12 months. Although in the 
selected years 2018-2019, the US stock market is in normal 
condition, it cannot represent all the characteristics in the 
financial market because trader behavior changes over 
time. In the near future, we intend to test the models with 
datasets having a longer time range. We also plan to use 
BERT for the textual data modelling.  
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